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ABSTRACT
We describe a technique for authenticating printed and scanned
text documents. This technique works by modeling the
degradation in a document caused by printing. The resulting
printer profile is then used to detect inconsistencies across
a document, and for ballistic purposes – that of linking a
document to a printer.

Categories and Subject Descriptors
I.4 [Image Processing]: Miscellaneous

General Terms
Security

Keywords
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1. INTRODUCTION
In early September of 2004, the CBS news show 60 Min-

utes obtained documents critical of then U.S. Presidential
hopeful George W. Bush’s service in the National Guard.
The documents were said to come from Bush’s comman-
der Colonel Jerry B. Killian’s personal files. Shortly after
the news story aired, on September 8th, questions began
to emerge as to the authenticity of the documents. CBS
correspondent and news anchor Dan Rather initially de-
fended the authenticity of the documents. Approximately
two weeks later, Andrew Heyward, President of CBS News
said, “Based on what we now know, CBS News cannot prove
that the documents are authentic, which is the only accept-
able journalistic standard to justify using them in the report.
We should not have used them. That was a mistake, which
we deeply regret.”

In an increasingly digital age, printed and scanned doc-
uments are becoming more common. As the above exam-
ple illustrates, new tools are required to authenticate such
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documents. Previous work in this area employed water-
marks [1, 8, 12] or visible security marks [16] that are applied
at the time of printing. In order to contend with the major-
ity of cases in which such secure markings are not available,
we focus on passive techniques that do not require any wa-
termarks or signatures. Several such passive techniques have
previously been proposed [11, 2, 10, 9, 15, 7]. In [11], the
authors use line width and raggedness, dot roundness and
other features to identify printers by their make and model
(i.e., printer identification). Delp and colleagues [2, 10, 9]
have exploited printer banding artifacts for printer identifi-
cation. And in [15], the authors employ invariant moments
for printer identification.

Here we describe a complementary technique for the pas-
sive authentication of printed and scanned text documents.
This technique works by modeling the geometric degrada-
tion in a document caused by printing. Instead of explicitly
modeling the degradation caused by a printer, our printer
profile consists of a linear basis generated from a set of de-
graded characters (e.g. the letter e). This basis represen-
tation embodies the printer degradation. Unlike previous
work, we exploit this printer profile both for printer identi-
fication and to detect local tampering in a document.

2. METHODS
We describe the construction of a printer profile and its

use in forensics and ballistics. This technique can be di-
vided into three main parts: (1) a series of fairly standard
pre-processing steps to prepare the printed documents for
analysis; (2) the construction of a printer profile which em-
bodies the distortions introduced by a printer; and (3) the
use of the printer profile for forensics and ballistics.

2.1 Pre-processing
A printed document is first digitally scanned and saved in

an uncompressed format. Each page of a document is then
processed in the same manner, as described below.

In this first stage, multiple copies of the same character
are located in a scanned document. To do so, a user first
selects a bounding box around a character of interest to
serve as a template. As described in detail in Appendix A,
a correlation-based approach is taken to extract the spatial
location of matching characters.

In order to minimize the effect of luminance variations
across printers, the intensity histograms of the characters are
matched as follows. A random set of characters is selected,
and their intensity histograms averaged to create a refer-



ence histogram. Each character’s intensity histogram is then
matched to this reference histogram 1

A single character is then selected as the reference char-
acter. Each character is brought into spatial alignment with
this reference character using a coarse-to-fine differential
registration technique. This transformation is limited to
a rigid-body transformation consisting of translation, scal-
ing, and rotation. In order to contend with any large-scale
translations, each character’s center of mass is first brought
into alignment with the reference character’s center of mass.
This transformation consists of an integer-based translation
only. Then, assuming that the characters have the same in-
tensity profile, the rigid-body transformation between each
character, f(·), and the reference, fr(·), is given by:

fr(x, y) = f(x̂, ŷ), (1)

where: „
x̂
ŷ

«
=

„
m1 m2

−m2 m1

« „
x
y

«
+

„
m3

m4

«
, (2)

and where m1 and m2 embody the scaling and rotation pa-
rameters, and m3 and m4 are the translation parameters.
These parameters can be solved for using standard differ-
ential techniques [6, 4, 14]. Briefly, a quadratic error func-
tion is established in terms of m1–m4, that embodies the
relationship of Equation (2). This error function is rewrit-
ten in terms of a truncated Taylor series expansion in order
to linearize the error function in terms of m1–m4. Stan-
dard least-squares estimation is then used to solve for these
transformation parameters. This entire process is embedded
within a coarse-to-fine architecture in order to contend with
the limited scope of the differential operators.

2.2 Printer Profile
With all of the characters properly aligned, we seek to con-

struct a profile of the degradation introduced by the printer.
Because the nature of this degradation can be highly com-
plex [3], we take a data-driven approach to characterizing
this degradation. Specifically, a principal components anal-
ysis (PCA) [5] is applied to the aligned characters to cre-
ate a new linear basis that embodies the printer degrada-
tion. Briefly, each of m zero-meaned characters of size n×n
are packed into the columns of a n2 × m matrix D. An
eigen-decomposition is performed on the covariance matrix
C = DDT , from which the top eigenvalue eigenvectors, �ei

are extracted to form the desired linear basis. From a practi-
cal point of view, when m < n2, it is computationally more
efficient to compute the eigenvectors of C′ = DT D, from
which the desired principal components are given by D�e′i,
where �e′i are the eigenvectors of C′. Although this approach
limits us to a linear basis, this degradation model is easy to
compute and is able to capture fairly complex degradations
that are not easily embodied by a low-dimensional paramet-
ric model.

The final profile consists of both the mean character, �μ,
(subtracted off prior to the PCA) and the top p eigenvalue
eigenvectors �ei, i ∈ [1, p]. Note that this printer profile is
constructed on a per character basis, e.g., for the letter e of
the same font and size.

1An image I1 is histogram matched to an image I2 by pass-
ing I1 through a look-up table consisting of the cumulative
distribution function of I2.

2.3 Forensics
In a forensics setting, we are interested in determining if

part of a document has been manipulated by, for example,
splicing in portions from a different document, or digitally
editing a previously printed and scanned document and then
printing the result.

A printed and scanned document is processed as described
in the previous two sections to construct a printer profile
P = {�μ,�e1, ..., �ep}. Each character �cj is then projected onto
each basis vector:

αji = (�cj − �μ)T�ei, (3)

where a character �cj is a 2-D grayscale image reshaped into
vector form. The basis weights for each character �cj are
denoted as �αj =

`
αj1 αj2 . . . αjp

´
. With the assump-

tion that tampering will disturb the basis representation (the
weights), we subject the weights �αj to a normalized graph
cut partitioning [13] to determine if they form distinct clus-
ters.

Briefly, a weighted undirected graph G = (V, E) is con-
structed with vertices V and edges E. Each vertex corre-
sponds to a character �cj with j ∈ [1, m], and the weight on
each edge connecting vertices k and l is given by:

w(k, l) = exp

„
−d2

α(�αk, �αl)

σ2
α

«
· exp

„
−d2

c(k, l)

σ2
c

«
, (4)

where dα(·) is the Mahalanobis distance defined as:

dα(�x, �y) =
p

(�x− �y)Σ−1(�x− �y), (5)

and where Σ is the covariance matrix. The second term in
the weighting function, dc(·), is the distance between two
characters, defined as the linear distance in scan line order
(i.e., in the order in which the text is read, left to right, top
to bottom). This additional term makes it more likely for
characters in close proximity to be grouped together.

The cost of splitting the graph G into two disjoint sub-
graphs A and B is the sum of the weights between all vertices
in A and B, termed the cut:

cut(A, B) =
X
a∈A

X
b∈B

w(a, b) (6)

When minimizing this cost function, there is a natural ten-
dency to simply cut a small number of low-cost edges. A
normalized cut was introduced to remove this bias [13]. This
cost function normalizes the cut by the total cost of all edges
in the entire graph. As a result, small partitions are penal-
ized. Solving for the optimal normalized cut is NP-complete.
Formulation as a real-valued problem, however, yields an ef-
ficient and approximate discrete-valued solution [13]. Define
W to be a m×m weighting matrix such that Wk,l = w(k, l),
and D to be a m × m diagonal matrix whose kth element
on the diagonal is

P
l w(k, l). Solve the generalized eigen-

vector problem (D−W )�e = λD�e, for the eigenvector �e with
the second smallest eigenvalue λ. Let the sign of each com-
ponent of �e (corresponding to each vertex of G) define the
membership of that vertex into one of two sets, A or B – for
example, vertices with corresponding negative components
are assigned to A and vertices with corresponding positive
components are assigned to B.

This approach provides both a partitioning of the char-
acters and the cost associated with this partitioning. If the
partitioning cost is low, then it is likely that the characters



are distinct and hence a subset of characters are inconsistent
with the printer profile.

2.4 Ballistics
In a ballistics setting, we are interested in determining if a

document was printed from a specific printer. A printer pro-
file is generated from a printer to determine if the document
in question was printed from this printer. We assume that
the printer profile is constructed from the same font family
and size as the document to be analyzed. The printer profile
is generated as described above to yield P = {�μ,�e1, ..., �ep}.
Each character, �cj , in the document is first aligned to the
reference character used to construct the printer profile, Sec-
tion 2.1. Each aligned character is then projected onto each
basis vector:

αji = (�cj − �μ)T�ei, (7)

where a character �cj is a 2-D grayscale image reshaped into
vector form. The basis weights for each character �cj are
denoted as �αj =

`
αj1 αj2 . . . αjp

´
. If the document

originated from the printer with profile P , then we expect
that the profile will afford an accurate representation of the
characters �cj . As such, the reconstruction error between
the actual character �cj and the new basis representation is
computed to determine the suitability of the printer profile.
Specifically, the reconstructed character is given by:

�rj = �μ +

pX
i=1

αji�ei, (8)

and the reconstruction error is given by:

Ej =
p

(�cj − �rj)T (�cj − �rj). (9)

As described below, this reconstruction error is then used
to determine if a document originated from a printer of a
specific make and model.

3. RESULTS
We show the efficacy of the printer profile described above

in both a forensic and ballistic setting.

3.1 Forensics
A simple fake document was created by printing a page

of 12-pt Courier e’s on a HP LaserJet 4350 and a Xerox
Phaser 5500DN. Each of these documents were then scanned
at 600dpi and combined, with the top half composed of the
HP document and the bottom half composed of the Xerox
document. This document was then printed on a HP Laser-
Jet 4300 and re-scanned at 300dpi. Shown in Figure 1 is a
magnified view of a portion of this fake document (the top
row was printed on the HP printer, and the bottom row on
the Xerox printer). A printer profile was constructed from
this document (2280 copies of the letter e), as described
in Section 2.2. The printer profile consisted of the mean �μ
and the maximal eigenvalue eigenvector, �e1. As described in
Section 2.3, the characters were then subjected to the clus-
tering based on their profile representation, Equation (3).
The parameters for the weighting functions, Equation (4),
were σα = 0.5 and σc equal to 100 times the width of a
line of text (in pixels). These parameters were held fixed
for each example described below. Shown in Figure 1 are

the classification results that clearly reveal the differences
between the top and bottom halves of the document. The
cost of this clustering was 0.08.

A second similar fake was constructed, where this time
each of the original documents were printed on different Xe-
rox Phaser 5500DN printers. These documents were scanned
and combined as before and printed on a HP LaserJet 4300
printer. Shown in Figure 2 is a magnified view of a por-
tion of this fake document (the top and bottom row were
each printed on different printers). A printer profile was
constructed from this document, and used to classify the
entire document. Shown in Figure 2 are the classification
results that reveal the inability of the printer profile to dis-
criminate a forgery constructed from different printers of the
same make and model. The cost of this clustering was 0.80,
an order of magnitude larger than the previous example.
This high cost reveals that this clustering is not the result
of tampering.

Shown in the left panel of Figure 3 is a page from The
Tale of Two Cities, where the top half was printed on a HP
LaserJet 4350 and the bottom half was printed on a Xerox
Phaser 5500DN. These documents were scanned and com-
bined as described above and printed on a HP LaserJet 4300
printer. A printer profile was created from 200 copies of the
letter a. Shown in Figure 3 are the classification results,
which correctly classify the top and bottom halves of the
document as originating from different printers. The cost of
this clustering was 0.05. Shown in the right panel of Fig-
ure 3 is a similar example, where only the second paragraph
was printed on the HP printer. In this example, 201 copies
of the letter a were used in the construction of the profile
(the correlation-based character extraction returns slightly
different results depending on the template character). The
cost of this clustering was 0.03. In this example, we see
that even relatively small regions of tampering can be de-
tected. And lastly, shown in Figure 4 is an example where
the first two lines, and the last sentence (starting with “It
is likely enough” and ending with “of the Revolution”) origi-
nated from a different printer than the rest of the document.
Only one letter on the third line (“was”) was mis-classified.
The cost of this clustering was 0.28, slightly higher than the
previous costs (due to the distance between the doctored
regions), but still much less than the results in which no
tampering were present.

In each of the above examples, the printer profile consisted
of the mean �μ and only the maximal eigenvalue eigenvector,
�e1. We have found that a printer profile consisting of the
top two or three eigenvectors contributes little to the overall
accuracy. We have also found that performance degrades
significantly with a profile consisting of four or more eigen-
vectors, suggesting that the higher-order terms in the PCA
are not representative of distinct printer degradation fea-
tures.

Combined, these results suggest that the printer profile
is effective in detecting fakes composed of parts initially
printed on different printers (in terms of make and model),
but not sufficiently descriptive so as to discriminate between
printers of the same make and model.

3.2 Ballistics
We constructed a printer profile for each of eight printers,

Figure 5. In addition to choosing printers of different makes
and models, we chose several printers of the same make and



Figure 3: Shown are the clustering results for a printed page of The Tale of Two Cities. Each small square
region denotes a single letter a, and the color coding (gray/black) denotes the cluster assignment. In the
left panel, the top and bottom halves were printed on different printers, and in the right panel, the second
paragraph was printed on a different printer from the rest of the page. The cost of these clusterings was 0.05
(left) and 0.03 (right).

model. These printers allowed us to test the efficacy of our
printer profile across and within printers of different and the
same make and model.

For each printer, 10 pages consisting entirely of 12-pt
Courier e’s were printed and scanned at 300 dpi. Each
of the resulting 22, 400 characters per printer was of size
90 × 90 pixels. Each character was processed as described
in Section 2.1. A printer profile was constructed for each
printer, Section 2.2, from a random sampling of 2, 000 char-
acters per printer (200 characters per page). The printer
profile consisted of the mean �μ and the maximal eigenvalue
eigenvector, �e1. The reconstruction error, Equation (9), was
then computed for each character against each printer pro-
file, Figure 6.

To test the efficacy of each profile in identifying a doc-
ument, the remaining 20, 400 characters per printer were
randomly partitioned into 408 subsets of 50 characters each.
A maximum a posteriori estimator (MAP) was then used
to classify each set of 50 characters. The MAP estimator
maximizes the posterior probability:

P (Pi | �E) =
P ( �E | Pi)P (Pi)P

j P ( �E | Pj)
, (10)

where �E is the mean reconstruction error, Equation (9), of a
character set against each of eight printer profiles, P1, . . . ,P8.
One half of the 408 character sets were used to estimate the
likelihood probability, P ( �E | Pi), the prior probability P (Pi)
was assumed to be uniform, and it was assumed that the re-
construction errors are independent, that is:

P ( �E | Pi) = P (E1 | Pi)P (E2 | Pi)...P (E8 | Pi). (11)

Shown in Figure 7 are the classification results for the re-
maining 204 character sets. Note that in every case, the
classification is nearly perfect.

It may appear that our printer profile is sufficiently de-
scriptive to discriminate between printers of the same make
and model. Note, however, that the printers differed in their
toner levels, Figure 5. We wondered if these toner levels
could be responsible for the nearly perfect classification. To
this end, we constructed printer profiles for the Xerox Phaser
5500DN (printers 4, 5, and 6 in Figure 5) with different toner
levels (81%, 75%, and 25%, respectively). We will refer to
these printers as 4a, 5a, and 6a. Shown in Figure 8 are the
classification accuracies for these three printers. Note that
in this case, there is confusion between printers of the same
make and model, and that this confusion roughly follows the
toner levels. Specifically, printer 4a with toner level 81% is



Figure 1: Shown on top is a magnified view of a por-
tion of a document printed on a HP LaserJet (top
row) and a Xerox Phaser (bottom row). Shown be-
low is the clustering results for the entire document.
Each small square region denotes a single character,
and the color coding (gray/black) denotes the clus-
ter assignment. Note that the top- and bottom-half
of this document are correctly classified as originat-
ing from different printers. The cost of this cluster-
ing was 0.08.

Figure 2: Shown on top is a magnified view of a por-
tion of a document printed on a Xerox Phaser (top
row) and a different printer of the same make/model
(bottom row). Shown below is the clustering re-
sults for the entire document. Each small square re-
gion denotes a single character, and the color coding
(gray/black) denotes the cluster assignment. Note
that in this case, we are unable to detect a fake com-
posed of text originating from printers of the same
make and model. The cost of this clustering was
0.80.



Figure 4: Shown are the clustering results for a
printed page of The Tale of Two Cities. Each small
square region denotes a single letter a, and the color
coding (gray/black) denotes the cluster assignment.
The first two lines, and the last sentence originated
from a different printer than the rest of the docu-
ment. The cost of this clustering was 0.28.

characterized as printer 4 (94%) or printer 6 (60%), but not
printer 5 with significantly lower toner (31%). Similarly,
printer 6a with toner level 25% is characterized as printer 5
with a similar toner level of 31%. Nevertheless, even with
the dependence on toner level, the three printers (4a − 6a)
were correctly classified in terms of their make and model.

In each of the above examples, the printer profile consisted
of the mean �μ and only the maximal eigenvalue eigenvector,
�e1. We wondered if a profile consisting of the mean and
the second or third eigenvector would afford better discrim-
inability between printers of the same make and model or
be less sensitive to toner level. The intuition being that
the first eigenvector captures general degradations and the
higher-order terms capture more idiosyncratic properties of
the printer. Printer profiles based on the second eigenvector
�e2, however produced nearly identical results to those based
on the first eigenvector. It remains to be seen if even higher-
order terms will afford some discrimination, but based on
our forensic results, we think this unlikely.

Combined, these results suggests that our printer profile
is sufficiently descriptive to discriminate between printers
of different make and model. Because the printer profile

P Make/Model Toner
1 HP LaserJet 4300 72%

2 HP LaserJet 4350 26%
3 HP LaserJet 4350 2%

4 Xerox Phaser 5500DN 94%
5 Xerox Phaser 5500DN 31%
6 Xerox Phaser 5500DN 60%

7 Xerox Phaser 8550DP -
8 Xerox Phaser 8550DP -

Figure 5: Eight printers with corresponding toner
levels (the last two printers employ solid-ink, as op-
posed to dry toner, technology).

depends on toner level, a profile will have to be built for
different toner levels.

4. DISCUSSION
We have described a technique for modeling geometric

degradations caused by a printer. These degradations, mea-
sured on a per character basis, are modeled by building a
linear basis from a set of commonly occurring letters on a
printed page. In a forensics setting, the representation in
this new basis is used to detect inconsistencies in printer
degradations across a page. For the purposes of ballistics,
the accuracy with which a document can be modeled with
a given printer’s basis representation is used to determine
provenance. This approach requires no specialized scanning
hardware – a 300 dpi scan provides sufficient resolution.

We have shown the efficacy of our approach in both foren-
sic and ballistic applications. In each case, our technique can
distinguish between printers of different make and model,
but not between printers of the same make and model. In
a ballistic setting, the printer profiles depend on the printer
toner levels, and hence multiple profiles will have to be con-
structed for different toner levels. We are currently inves-
tigating how to remove this dependency and how or if this
approach can be made more sensitive so as to distinguish
between printers of the same make and model. We are also
studying if a printer profile is stable over time, or if any
changes in the profile can be modeled (which would allow us
to determine when a document was printed).
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Figure 6: Shown in the top row is the letter e printed
on printer P1 (see Figure 5). Shown in second and
third rows are the printer profiles for printers P1,
P4, and P8, consisting of the mean �μ and maximal
eigenvalue eigenvector �e1. Shown in the fourth row
is the reconstructed character from each printer pro-
file. And shown in the last row is the reconstruction
error, which in this case is minimal for printer P1.

1 2 3 4 5 6 7 8

1 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 0.0 100 0.0 0.0 0.0 0.0 0.0 0.0
3 0.0 0.0 100 0.0 0.0 0.0 0.0 0.0
4 0.0 0.0 0.0 100 0.0 0.0 0.0 0.0
5 0.0 0.0 0.0 0.0 99.0 1.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.5 99.0 0.5 0.0
7 0.0 0.0 0.0 0.0 0.0 0.0 100 0.0
8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100

Figure 7: Ballistic classification results presented as
a confusion matrix. Each row/column corresponds
to a printer (see Figure 5). A value of 100% on the
diagonal corresponds to perfect classification, and
non-zero values off the diagonal correspond to mis-
classification. See also Figure 8.

1 2 3 4 5 6 7 8
4a 0.0 0.0 0.0 89.7 0.0 10.3 0.0 0.0
5a 0.0 0.0 0.0 0.0 6.3 93.7 0.0 0.0
6a 0.0 0.0 0.0 0.0 79.4 20.6 0.0 0.0

Figure 8: Ballistic classification results presented as
a confusion matrix. Each column corresponds to a
printer (see Figure 5), and each row corresponds to a
printer with different toner levels. See also Figure 7.
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Appendix A
Shown below is pseudo-code for the correlation-based extrac-
tion of characters from a scanned document. The function
Threshold converts a grayscale image into a binary image,
where the threshold is selected to minimize the within re-
gion variance of the corresponding black and white image
regions. The function Overlap returns true if the bound-
ing box centered at position (i, j) overlaps with any other
bounding box in the set of tuples C.

Extract-Characters(f(x, y))

1 � find all instances of template t(·) in image f(·)
2 � f(x, y): scanned image
3 � t(x, y): template character
4 � Nx: width of f(x, y)
5 � Ny : height of f(x, y)
6 � τ : correlation threshold
7 f ′(x, y)← −2×Threshold(f(x, y)) + 1
8 t′(x, y)← −2×Threshold(t(x, y)) + 1
9 d(x, y)← f ′(x, y) � t′(−x,−y) � 2-D convolution

10 c = 1
11 for i = 1 : Nx

12 do for j = 1 : Ny

13 do if ( d(i, j) > τNxNy & !Overlap(i, j, C) )
14 do C(c, :) = [i, j]
15 c = c + 1
16 return C � coordinates of extracted characters


